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Abstract
The process of transforming a set of audio recordings into a cohesive mixture for film, radio, or 
music production encompasses a number of artistic and technical considerations. Due to the 
inherent complexity in this task, a great deal of training and expertise on the part of the audio 
engineer is generally required. This has motivated the design of automated or assistive systems 
for the audio production process that aid both amateur and expert users (Moffat &  Sandler, 
2019). While classical machine learning approaches and expert systems have been investigated, 
they often fail to generalize to the diversity and scale of real-world projects, with the inability 
to adapt to a varying number of sources, capture stylistic elements across genres, or apply 
sophisticated processing (De Man et al., 2017). Recently, deep learning approaches have 
shown promise in addressing these limitations and bring the potential to model the complex 
mixing process directly from data (Martinez Ramirez et al., 2021; Christian J. Steinmetz, 2020; 
Christian J. Steinmetz et al., 2021). However, automatic mixing poses a number of unique 
challenges for deep learning approaches including very low tolerance of artifacts, high sample 
rates, need for interpretability and controllability, along with limited multitrack data. This talk 
will provide an overview of the field o f a utomatic m ixing a nd o utline r ecent d evelopments in 
deep learning approaches, with a focus on potential directions for advancement. This overview 
will include ideas on how source separation may play a role in advancing automatic mixing, 
such as data generation (Ward et al., 2017) and audio manipulation (Choi et al., 2021), along 
with tasks like audio effect removal (Gorlow et al., 2014).
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